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outline
• Goal of ImageNet:

– A dataset
– A knowledge ontology

• Construction of ImageNet
– 2-step process
– Crowdsourcing: Amazon Mechanical Turk (AMT)
– Properties of ImageNet

• Benchmarking: what does classifying 10k+ image categories tell us?
– Computation matters
– Size matters
– Density matters
– Hierarchy matters

• Human vision: Rosch revisited and quantified
– Quantifying basic-, subordinate- and superordinate-level concepts

• In the horizon: ImageNet Spring 2010 release
– The upcoming ImageNet Challenge (in partnership with PASCAL VOC)
– Visualizing ImageNet
– Etc.
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Datasets and computer vision

UIUC Cars (2004)
S. Agarwal, A. Awan, D. Roth

3D Textures (2005)
S. Lazebnik, C. Schmid, J. Ponce

CuRRET  Textures (1999)
K. Dana B. Van Ginneken S. Nayar J. 
Koenderink

CAVIAR Tracking (2005)
R. Fisher, J. Santos-Victor J. Crowley 

FERET Faces (1998)
P. Phillips, H. Wechsler, J. 
Huang, P. Raus

CMU/VASC Faces (1998)
H. Rowley, S. Baluja, T. Kanade

MNIST  digits (1998-10)
Y LeCun & C. Cortes

KTH human action (2004)
I. Leptev & B. Caputo

Sign Language (2008)
P. Buehler, M. Everingham, A. 
Zisserman 

Segmentation (2001)
D. Martin, C. Fowlkes, D. Tal, J. 
Malik.

Middlebury Stereo (2002)
D. Scharstein R. Szeliski 

COIL Objects (1996)
S. Nene, S. Nayar, H. Murase



Motorbike

Things

Fergus, Perona, Zisserman, CVPR 2003

Object
Recognition



Fergus, Perona, Zisserman, CVPR 2003

Motorbike Face 

Leopard
Airplane 

Holub, et al. ICCV 2005; Sivic et al. ICCV 2005

Object
Recognition



Motorbike
Caltech101

Fergus, Perona, Zisserman, CVPR 2003

Holub, et al. ICCV 2005; Sivic et al. ICCV 2005

Object
Recognition

PASCAL
[Everingham et al,
2009]

MSRC
[Shotton et al. 2006]

Fei-Fei et al. CVPR 2004; Grauman et al. ICCV 2005; Lazebnik et al. CVPR 2006
Zhang & Malik, 2006; Varma & Sizzerman 2008; Wang et al. 2006; [….]
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Object
Recognition

ESP
[Ahn et al, 2006]

LabelMe
[ Russell et al, 2005] 

TinyImage
Torralba et al. 2007

Lotus Hill
[ Yao et al, 2007] 
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Constructing                             

Step 1:
Collect candidate images

via the Internet

Step 2:
Clean up the candidate

Images by humans



• Query expansion
– Synonyms: German shepherd, German police dog, 

German shepherd dog, Alsatian
– Appending  words from ancestors: sheepdog, dog 

• Multiple languages
– Italian, Dutch, Spanish, Chinese

e.g. ovejero alemán, pastore tedesco,德国牧羊犬

• More engines
• Parallel downloading

Step 1: Collect Candidate Images from the Internet



• “Mammal” subtree ( 1180 synsets )
– Average # of images per synset: 10.5K
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Step 1: Collect Candidate Images from the Internet



• “Mammal” subtree (1180 synsets )
– Average accuracy per synset: 26%
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Bottlenose dolpin (80%) Fanaloka (1%)

Meerkat (74%) Pallid bat (3%)

Burmese cat (74%) Vaquita (3%)

Humpback whale (69%) Fisher cat (3%)

African elephant (63%) Walrus (4%)

Squirrel (60%) Grison (4%)

Domestic cat (59%) Pika, Mouse hare (4%)

Step 1: Collect Candidate Images from the Internet



Step 2: verifying the images by humans

• # of synsets: 40,000 (subject to: imageability analysis)

• # of candidate images to label per synset: 10,000 
• # of people needed to verify: 2-5
• Speed of human labeling: 2 images/sec (one fixation: ~200msec)

Moral of the story: 
no graduate students would want to do this project!

000,40 000,10× 3× 2/ sec000,000,600= years19≈



In summer 2008, we discovered crowdsourcing







• # of synsets: 40,000 (subject to: imageability analysis)

• # of candidate images to label per synset: 10,000 
• # of people needed to verify: 2-5
• Speed of human labeling: 2 images/sec (one fixation: ~200msec)

• Massive parallelism (N ~ 10^2-3)

000,40 000,10× 3× 2/ sec000,000,600= years19≈

N

Step 2: verifying the images by humans



Basic User Interface
Click on the good images.



Basic User Interface



Enhancement 1

• Provide wiki and google links



Enhancement 2

• Make sure workers read the definition.
– Words are ambiguous. E.g.

• Box: any one of several designated areas on a ball field where the 
batter or catcher or coaches are positioned

• Keyboard: holder consisting of an arrangement of hooks on which 
keys or locks can be hung

– These synsets are hard to get right
– Some workers do not read or understand the 

definition.



Definition quiz



Definition quiz



Enhancement 3
• Allow more feedback. E.g. “unimagable synsets” 

expert opinion



is  built by crowdsourcing

• July 2008: 0 images

• Dec 2008: 3 million images, 6000+ synsets

• April 2010: 11 million images, 15,000+ synsets



So are we exploiting chained prisoners?



Demography of AMT workers

Panos Ipeirotis, NYU, Feb, 2010



Typical Stanford
Graduate student’s income

Demography of AMT workers
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Demography of AMT workers

Panos Ipeirotis, NYU, Feb, 2010



U.S. economy 2008 - 2009

hired more than 25,000 AMT workers in this period of time!!



Accuracy

e.g. German Shepherde.g. doge.g. mammal

Deng, Dong, Socher, Li, Li, & Fei-Fei, CVPR, 2009



Diversity

e.g. German Shepherde.g. doge.g. mammal

Deng, Dong, Socher, Li, Li, & Fei-Fei, CVPR, 2009ESP: Ahn et al. 2006
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Semantic hierarchy

Deng, Dong, Socher, Li, Li, & Fei-Fei, CVPR, 2009



Semantic hierarchy

Deng, Dong, Socher, Li, Li, & Fei-Fei, CVPR, 2009



Scale

Deng, Dong, Socher, Li, Li, & Fei-Fei, CVPR, 2009



Scale

LabelMe

85 classes of object: >500 im/class
211 classes of object: >100 im/class

6570 classes of object: >500 im/class
9836 classes of object: >100 im/class

Russell et al. 2005; 
statistics obtained in 2009
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What does classifying more than 
10,000 image categories tell us?



Basic evaluation setup

•
– 10,000 categories
– 9 million images
– 50%-50% train test split

• Multi-class classification in 1-vs-all framework
– GIST+NN: filter banks; nearest neighbor (Oliva & Torralba, 2001)

– BOW+NN: SIFT, 1000 codewords, BOW; nearest neighbor

– BOW+SVM: SIFT, 1000 codewords, BOW; linear SVM

– SPM+SVM: SIFT, 1000 codewords, Spatial Pyramid; intersection 
kernel SVM (Lazebnik et al. 2006)

Deng, Berg, Li, & Fei-Fei, ECCV2010



Computation issues first

Deng, Berg, Li, & Fei-Fei, ECCV2010

• BOW+SVM
– Train one 1-vs-all with LIBLINEAR  1 CPU hour
– 10,000 categories  1 CPU year

• SPM + SVM
– Maji & Berg 2009, LIBLINEAR with piece-wise linear 

encoding
– Memory bottleneck. Modification required.
– 10,000 categories  6 CPU year

• Parallelized on a cluster
– Weeks for a single run of experiments



Size matters
• 6.4% for 10K categories
• Better than we expected 

(instead of dropping at the 
rate of 10x; it’s roughly at 
about 2x)

• An ordering switch between 
SVM and NN methods when 
the # of categories becomes 
large

Deng, Berg, Li, & Fei-Fei, ECCV2010
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Size matters
• 6.5% for 10K categories
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• An ordering switch between 
SVM and NN methods when 
the # of categories becomes 
large

• When dataset size varies, 
conclusion we can draw 
about different categories 
varies
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Density matters
• Datasets have very different “density” or “sparsity”
• there is a significant difference in difficulty between different 

datasets, independent of feature and classifier choice.

Deng, Berg, Li, & Fei-Fei, ECCV2010



Hierarchy matters
• Classifying a “dog” as “cat” is probably not as bad as classifying it as 

“microwave”
• A simple way to incorporate classification cost 
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Eleanor Rosch re-visited and quantified

Bird
Canadian gray jay

Vertebrate

Penguin
Bird
Vertebrate

Rosch et al. 1976

Basic-level

Super-ordinate

sub-ordinate



more “discriminable” synsets less “discriminable” synsets

Eleanor Rosch re-visited and quantified

Fei-Fei, Deng, Su, & Li, VSS, 2009



more “discriminable” synsets less “discriminable” synsets
“Basic-Level” “Subordinate-” or “Superordinate-” Level



“Basic-Level”
“Basic-Level”

“Basic-Level”

Fei-Fei, Deng, Su, & Li, VSS, 2009



Summary

• ImageNet is intended to serve as
– A dataset
– A knowledge ontology

• Construction of large-scale image dataset is a new research area
– Crowdsourcing might be the future of many such tasks

• Benchmarking: what does classifying 10k+ image categories tell us?
– Computation matters
– Size matters
– Density matters
– Hierarchy matters

• Human vision: Rosch revisited and quantified
– Quantifying basic-, subordinate- and superordinate-level concepts

• In the horizon: ImageNet Spring 2010 release
– The upcoming ImageNet Challenge (in partnership with PASCAL VOC)
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Tomorrow 4pm: 
Intelligence Seminar

Story Telling in Images: 
modeling visual hierarchies 

within and across images
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